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Abstract: Early termination has been widely adopted to decrease decoding latency and power consumption in a belief propagation (BP) decoder of polar codes. Although previous early termination schemes succeeded in improving the decoding iteration time, they suffer from the high hardware complexity required to detect the early termination condition. In this paper, area-efficient early termination methods are proposed by simplifying the previous termination conditions. We optimize two previous methods and propose simplified early termination algorithms, which are the simplified-G-matrix (SGM) and simplified minimum log-likelihood ratio (SML). While the previous early termination algorithms take both information and frozen bits into account, the proposed early termination algorithms use the condition associated with only the information. For (1024, 512) polar codes, the proposed SGM and SML achieve 25% and 50% area reductions, respectively, compared to their counterparts. The proposed early termination algorithms can be applicable for any BP decoders without sacrificing decoding performance.
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1. Introduction

Polar codes are the first error-correcting codes proven to achieve channel capacity with an efficient encoding and decoding algorithm [1]. Due to the superior error-correcting performance, many applications, including next-generation wireless communications and storage systems [5], are continuously trying to adopt polar codes. The two main decoding algorithms, successive cancellation (SC) [1-4] and belief propagation (BP) [6-9], are usually employed to bring polar codes into a practical implementation.

The SC decoding process [1-4] is based on the divide-and-conquer approach [1], which recursively divides a polar code of length $N$ into two smaller polar codes of $N/2$, and recursively calculates estimated messages. A serial decoding process is inevitable in SC decoders, since decoding the later, smaller polar code is dependent on the former smaller polar code. While SC decoders [1-4] use a small amount of hardware resources, they suffer from long latency due to their serial nature. Recently, advanced SC algorithms, including list decoding [10, 11] and stack decoding [11, 12], have been studied so as to further improve the error correction performance using more hardware resources.

While a serial nature is inherent in SC decoding [1-4], a parallel nature is inherent in BP decoding [6-9]. During the decoding process in BP decoders, all messages are estimated simultaneously. Compared to SC decoders [1-4], BP decoders [6-9] have generally short decoding latency while demanding higher hardware complexity. In BP decoders, early termination techniques [14-19] are widely applied to decrease decoding latency further. Before the predetermined maximum number of iterations, the decoding process is terminated when a specific condition is satisfied. As the signal-to-noise ratio (SNR) increases, the effect on iteration saving becomes more remarkable.

Although previous early termination schemes [14-17] succeeded in improving the encoding iteration time, the additional circuits needed to detect the early termination condition are not negligible, especially for long polar codes.
In this paper, we modify the previous early termination conditions and propose simplified early termination schemes by eliminating unnecessary detection circuitry. According to the experimental results, the proposed early termination schemes save up to approximately half of the hardware resources while maintaining error correction performance and iteration savings. The rest of this paper is organized as follows. Section 2 provides the background to this work, and Section 3 describes the proposed early termination algorithms. Experimental results are discussed in Section 4, and concluding remarks are in Section 5.

2. Polar Codes

Polar codes are the first error-correcting code that can probably achieve channel capacity with efficient encoding and decoding algorithms. Polar codes are based on the phenomenon of channel polarization. According to the channel polarization [1], a part of the bit-channels become essentially error-free, and the others become completely noisy as the code length goes to infinity. The main concept of polar codes is to transmit informative messages through error-free bit-channels and to transmit fixed values through completely noisy bit-channels, respectively.

Let us consider an \((N, K)\) polar code, where \(N\) and \(K\) denote code length and message length, respectively. Among the \(N\) bit-channels, the \(K\) most reliable bit-channels are used for the transmission of information bits, and \((N-K)\) unreliable bit-channels are used for the transmission of fixed values called frozen bits. The index set of information bits is denoted by \(A\), and the index set of frozen bits is denoted by \(A'\). The input message vector, \(\mathbf{u}\), with a length of \(N\) is composed of \(K\) information bits and \((N-K)\) frozen bits based on information set \(A\) and frozen set \(A'\). Since the polar codes belong to a type of linear block codes, codeword \(\mathbf{x}\) is generated by matrix multiplication of input message vector \(\mathbf{u}\) and generator matrix \(\mathbf{G}\) as \(\mathbf{x} = \mathbf{u}^T \mathbf{G}\). Furthermore, generator matrix \(\mathbf{G}\) is built by the \(n\)-th Kronecker power of \(\mathbf{F}\), where \(n = \log_2 N\), and \(\mathbf{F} = \left[ \begin{array}{cc} 1 & 0 \\ 1 & 1 \end{array} \right] \). For instance, Fig. 1 depicts an encoding structure for \((8, 4)\) polar codes where \(A' = \{4, 6, 7, 8\}\) and \(A = \{1, 2, 3, 5\}\). The encoder is implemented with a total of 12 XOR gates, and operates during three stages. Note that the white and black circles on the left side indicate frozen and information bit-positions, respectively. A four-bit message assigned to the information bit-positions is encoded into an eight-bit codeword through the encoding network, as shown in Fig. 1.

2.1 Belief-propagation Decoding

In BP decoding [6-9], messages are decoded based on a factor graph, which efficiently computes the marginal probability at an individual node. Given the channel output, \(y\), the BP decoder propagates probabilities alternating left to right and right to left. Fig. 2 depicts the factor graph for \((8, 4)\) polar codes, which consists of 12 processing elements (PEs) and processes in three stages. It is important to note that the factor graph for decoding polar codes has a network similar to the encoding one, except for the structure of the PEs. To clarify input and output connection of PEs, the index for a PE is more precisely described in Fig. 3, where \(i\), \(s\), and \(t\) indicate node index, stage index, and time index, respectively. Distance between each input and output is described as \(2^L\), which leads to one, two, and four distances between each of two inputs and outputs at the first, second, and third stages, as shown in Fig. 2. During propagation on the factor graph, log-likelihood ratios (LLRs) are usually adopted, rather than probabilities, since the use of LLRs provides much less hardware complexity in practice. For alternately propagating LLRs on the factor graph, two LLR values propagated from right to left, \(L_{i,s}\) and \(L_{i+2^L,s}\), are computed as follows:

\[
L_{i,s} = f\left(L_{i+1,s}^{-1}, L_{i+2^L+1,s}^{-1} + R_{i+2^L,s}^{-1}\right),
\]

\[
L_{i+2^L,s} = f\left(L_{i+1,s}^{-1}, R_{i+2^L-1,s}^{-1}\right) + L_{i+2^L-1,s}^{-1},
\]

and two LLR values propagated from left to right, \(R_{i+1,s}\) and \(R_{i+2^L-1,s+1}\), are computed as.
Fig. 3. The processing element for BP decodes.

\[ R'_{i,t+1} = f \left( R'_{i,t}, L_{i,t+1}^{-1} - R_{i,t+1}^{-1} + R'_{i,t+2}^{-1} \right), \]

\[ R'_{i,t+1} = f \left( R'_{i,t}, L_{i,t+1}^{-1} \right) + R'_{i,t+1}, \]

There are two types of LLR values, \( L_i \) and \( R'_{i} \), which represent right-to-left and left-to-right LLR values at the \( i \)-index and \( s \)-stage, respectively, in the \( t \)-decoding iteration.

The original BP decoding computes the function \( f(a, b) = 2 \tanh^{-1} \left( \tanh(a/2) \times \tanh(b/2) \right) \). However, the hyperbolic function leads to serious burdens in both computation and implementation, and thus, Gallager proposed min-sum approximation [9], which approximates \( f(a, b) \) as \( \text{sign}(a) \times \text{sign}(b) \times \min(|a|, |b|) \). Min-sum approximation [9] can save remarkable hardware resources with negligible degradation of the correcting performance. Furthermore, the scaled min-sum approximation in [20] compensates for Gallager’s min-sum approximation [9] by multiplying by scaling factor \( \alpha \) to further decrease degradation of the correcting performance.

To sum up, the conventional BP decoding algorithm is described in Fig. 4. First, \( L_{i} \) and \( R'_{i} \) in each node are initialized. Given channel output \( y \), \( L_{i,n+1} \) at the \( n+1 \) stage is initialized as \( \text{LLR}(y) = \log(\Pr(y=0)/\Pr(y=1)) \). In stage 1, \( R'_{i} \) for \( i \in A' \) is initialized to infinity to provide the information from the frozen set. The others are initialized to zero, since they have no prior information. After the initialization, each node on the factor graph is alternately updated based on left-to-right LLRs and right-to-left LLRs from Eqs. (1)-(4). The node update continues until the predetermined number of decoding iterations, \( T \). Lastly, the messages are estimated when time index \( t \) reaches maximum decoding iteration \( T \) by making a hard decision in stage 1, as follows:

\[ \hat{u}_i = \begin{cases} 0, & (L_{i,n} + R'_{i}) \geq 0 \\ 1, & (L_{i,n} + R'_{i}) < 0 \end{cases}, \]

Although the conventional BP decoding [6-9] provides good error-correcting performance, a large number of computations is inevitable, since the hard decision is performed in predetermined maximum iteration \( T \). The huge computational complexity also results in long decoding latency and large power consumption. To resolve the problem, early termination schemes were employed [14-17] by terminating the decoding iteration before maximum iteration \( T \). By introducing negligible error-correction degradation, the early termination schemes [14-17] succeeded in the reduction of average decoding iterations.

2.2 Previous Early Terminations

Among the previous early termination algorithms for the polar BP decoder, the G-matrix-based (GM) early termination algorithm [14] provides a simple termination condition by re-encoding the results from an intermediate estimation. Based on the fact that \( x = u^T G \) for the encoding process, as depicted in Fig. 1, \( \hat{u} \) is likely valid if \( \hat{u}^T G \) is equal to \( \hat{x} \). In the GM early termination algorithm [14], \( \hat{u} \) and \( \hat{x} \) are estimated at the first and last stages, as follows:

\[ \hat{u}_i = \begin{cases} 0, & (L_{i,n} + R'_{i}) \geq 0 \\ 1, & (L_{i,n} + R'_{i}) < 0 \end{cases}, \]

\[ \hat{x}_i = \begin{cases} 0, & (L_{i,n} + R'_{i}) \geq 0 \\ 1, & (L_{i,n} + R'_{i}) < 0 \end{cases}. \]

When the result of re-encoding for \( \hat{u} \) is equal to \( \hat{x} \), GM [14] early termination finishes the decoding iterations under the assumption that \( \hat{u} \) is a valid estimation. As a result, the GM [14] can save a remarkable number of decoding iterations, and the average number of decoding iterations decreases as the channel condition improves. However, a GM [14] necessitates circuitry for the termination check, including adders, comparators, and the encoding structure. More precisely, \( 2N \) adders are necessary to generate the estimate of \( \hat{u} \) and \( \hat{x} \), and \( (N/2) \log_2 N \) XORs are used for re-encoding, and \( N \) comparators are necessary to check that \( \hat{x} = \hat{u}^T G \). For instance, a GM [14] early termination for (1024, 512) polar codes demands a total of 2048 adders, 5120 XOR gates, and 1024 comparators. The additional circuits for GM [14] early termination become a serious burden, especially for long polar codes.
3. Proposed Early Termination Algorithms

Although the previous GM [14] and ML [14] early termination schemes succeeded in saving decoding iteration time, they demanded more hardware resources to detect the early termination condition. In this section, we first optimize two previous schemes and propose simplified early termination algorithms and their structures: the simplified-G-matrix (SGM) and the simplified-minLLR (SML). While the previous early termination algorithms take both information and frozen bits into account, the proposed early termination algorithms use the condition associated only with the information.

3.1 Simplified G-matrix-based Algorithm

The GM [14] early termination algorithm checks for the termination condition by re-encoding estimate \( \hat{u} \). In the GM [14], \( \hat{u}_i \) for \( 1 \leq i \leq N \) is calculated with Eq. (6), which requires \( N \) adders. However, it is clear that the calculations associated with frozen set \( A' \) are unnecessary. According to (6), \( \hat{u}_i \) for \( i \in A' \) is always zero, since \( R_{ij} \) for a frozen bit is initialized to infinity. Thus, we can completely remove the adders associated with frozen set \( A' \). Furthermore, an XOR network where leaves are all frozen bits can also be eliminated since the result of the XOR network is guaranteed to be zero. As a result, the SGM decreases hardware complexity by eliminating the condition check associated with frozen bits. The proposed SGM optimizes the previous GM [14] early termination by using simplified generator matrix \( \hat{G} \) that extracts the computation associated with the frozen bits in generator matrix \( G \). Fig. 5 summarizes the proposed SGM early termination algorithm. Note that the SGM employs simplified generator matrix \( \hat{G} \) instead of the conventional generator matrix \( G \), leading to less detection circuitry in practice.

The hardware structures for the GM [14] and the proposed SGM are compared in Fig. 6. For (8, 4) polar codes, the previous GM [14] requires 16 adders, 12 XORs, and eight comparators, and the proposed SGM demands 12 adders, eight XORs, and eight comparators. Whereas the previous GM [14] demands the detection circuits, regardless of the code rate, \( R(N) = K/N \), the complexity of the detection circuits for the proposed SGM varies depending on code rate \( R \). For the \( (N, K) \) polar codes with a code rate of \( R \), the proposed SGM demands \( (1+R)N \) adders, \( \gamma(N/2)\log_2 N \) XOR gates, and \( N \) comparators, where \( \gamma \) is a reduction ratio resulting from XOR network simplification. Since code rate \( R \) and reduction ratio \( \gamma \) are always less than one, it is guaranteed that the proposed SGM always has less hardware complexity, compared to the previous GM [14]. As the code rate becomes lower, more hardware savings are expected.

Fig. 5. The proposed SGM early termination algorithm.

To assuage the huge hardware complexity, the minimum log-likelihood ratio (min-LLR)-based (ML-based) early termination algorithm was presented in [14]. Whereas the GM [14] algorithm employs only hard information for the termination condition, the ML-based algorithm employs soft information [14]. Since the LLR value represents the ratio of \( \hat{u}_i \) being 0 or 1 at the \( i \)-th bit position, \( \hat{u}_i \) is more likely to be valid if the magnitude of LLR for \( \hat{u}_i \) is large. The ML [14] computes the magnitude of LLR values at the first stage and determines the minimum among them. When the minimum of \( |L_{i,j}^{+} + R_{ij}^{+}| \) is larger than a threshold value, \( \beta \), ML considers all the estimated messages as valid and terminates the decoding iteration [14]. Otherwise, the decoding iteration continues until the predetermined maximum iteration, \( T \). It is clear that the selection of an appropriate threshold value for \( \beta \) is crucial to achieving a decoding iteration without error-correction degradation. When \( \beta \) is large, early termination would be excessively activated, even when the estimation is not reliable. In addition, when \( \beta \) is small, the iteration savings obtained from ML [14] decreases, since more iterations are needed to get a higher magnitude. To implement the ML [14] early termination algorithm, \( N \) adders and \( N \) comparators are necessary in order to compute \( |L_{i,j}^{+} + R_{ij}^{+}| \) and to find the minimum among \( N \) values. For instance, ML [14] early termination for (1024, 512) polar codes demands a total of 1024 adders and 1024 comparators. Although the decoding iteration savings obtained from ML [14] vary, depending on threshold value \( \beta \), ML [14] definitely saves decoding iterations, on average, with relatively few hardware resources, compared to GM [14] early termination.
3.2 Simplified Min-LLR-based Algorithm

Although ML [14] early termination compares the magnitude of all bit-channels with threshold value $\beta$, the minimum magnitude is always in frozen set $A$. Because $R_{c_i}$ for a frozen bit is initialized to infinity, the magnitude $|L_{s,i} + R'_{s,i}|$ of a frozen bit is also infinity and is not the minimum at all. Thus, the proposed simplified ML algorithm checks the magnitude of LLRs related only to information set $A$. Fig. 7 summarizes the proposed SML early termination algorithm. Unlike the previous ML [14] algorithm, the proposed SML finds the minimum magnitude among only information set $A$. The proposed SML can reduce hardware complexity by eliminating unnecessary computations related to frozen set $A'$. The hardware structures for the ML [14] and the proposed SML are compared in Fig. 8. For (8, 4) polar codes, eight adders and eight absolute operators are used to compute the magnitudes, and eight comparators are used to generate a termination control signal. On the other hand, the proposed SGM demands four adders, four absolute operators, and four comparators by eliminating the circuitry associated with the frozen bits. Whereas the detection circuits for the previous ML [14] do not depend on the code rate, those for the proposed SML depend on code rate $R$. For $(N, K)$ polar codes with a code rate of $R$, the proposed SML demands $RN$ adders, $RN$ absolute

![Fig. 6. Structure of (a) the GM and (b) the SGM for (8, 4) polar codes.](image)

![Fig. 7. The proposed SML early termination algorithm.](image)
operators, and RN comparators. Similar to the proposed SGM, the hardware savings are more significant as the code rate becomes lower.

4. Experimental Results

First, we simulated BP decoders equipped with various early termination techniques for different SNR conditions to verify the fact that the proposed SGM and SML do not introduce any degradation in error-correcting performance. All BP decoders take maximum decoding iteration $T$ at 40, and (1024, 512) polar codes with a code rate of 1/2 are employed. In addition, threshold $\beta$ for the previous ML [14] and the proposed SML is set at 3.5 to eliminate error-correcting obtained from the conventional BP decoder without any early termination. According to Fig. 9, all BP decoders adopted with the previous and proposed early terminations have no error-correcting degradation, compared to the conventional BP decoder. Moreover, Fig. 10 shows the average number of iterations for various SNR conditions. Unlike early termination, all BP decoders equipped with early termination decrease the average number of iterations as the SNR condition improves. Since both the GM and the SGM demand more hardware resources, they save more iterations, compared to the ML and the SML early terminations.

Moreover, for various early termination algorithms, we summarize the use of hardware resources in Table 1. Note that the use of limiters in Fig. 7 is not counted, since they can be implemented as hard-wiring without any hardware resources. Since code rate $R$ and reduction ratio $\gamma$ are less than one, the use of hardware resources for the proposed algorithms is always less than for each of the previous ones. For instance, when (1024, 512) polar codes with a code rate of $R=1/2$ are considered,
5. Conclusion

In this paper, we proposed two early termination algorithms to reduce unnecessary computations and the corresponding hardware resources. Whereas the previous early termination algorithms [14] for polar BP decoders take both information and frozen bits into account, the proposed SGM and SML consider only the information bits. According to the experimental results, the proposed schemes significantly reduce the detection circuits for the termination condition, compared to their counterparts, without any degradation in correcting performance and decoding iterations. Since the proposed SGM and SML completely eliminate the circuits related to frozen bits, area reduction becomes more significant as the code rate decreases.
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